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ABSTRACT 
Medical data labeling workflows critically depend on accurate 
assessments from human experts. Yet human assessments can 
vary markedly, even among medical experts. Prior research 
has demonstrated benefits of labeler training on performance. 
Here we utilized two types of labeler training feedback: high-
lighting incorrect labels for difficult cases (“individual perfor-
mance” feedback), and expert discussions from adjudication of 
these cases. We presented ten generalist eye care professionals 
with either individual performance alone, or individual perfor-
mance and expert discussions from specialists. Compared to 
performance feedback alone, seeing expert discussions signif-
icantly improved generalists’ understanding of the rationale 
behind the correct diagnosis while motivating changes in their 
own labeling approach; and also significantly improved av-
erage accuracy on one of four pathologies in a held-out test 
set. This work suggests that image adjudication may provide 
benefits beyond developing trusted consensus labels, and that 
exposure to specialist discussions can be an effective training 
intervention for medical diagnosis. 
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INTRODUCTION 
In recent years, major advances in machine learning (ML) have 
enabled a new era of decision support tools (DST) for critical 
medical diagnostic tasks. With the increased capabilities of 
deep learning models, DSTs are being developed to support 
much more complex diagnostic processes with critical influ-
ence on patient outcomes. As these technologies mature, they 
hold the potential to increase access to healthcare—a demon-
strated need for large sections of the developing world [4]. 
However, medical specialists sufficiently trained to perform 
complex diagnoses are exceptionally rare [4]. 
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Alongside this growth in deep learning has been a parallel, in-
creased need for large-scale, labeled medical data to power the 
training of such models. Because medical data is often highly 
regulated, and patient outcome is typically not available in the 
original data source, lack of access to ground truth-labeled 
data has become a key barrier to the development and eval-
uation of machine learning systems in medical domains [6]. 
As a result, contemporary ML-powered algorithms typically 
rely on medical practitioners to manually label data ground 
truth [6, 17, 42]. 

The collection of manually-labeled ground truth data from 
clinicians raises fundamental human challenges. Because 
many high-stakes medical decisions are highly nuanced and 
can be subject to personal opinion, even clinician assessments 
vary markedly. To combat this problem, current labeling ap-
proaches enlist a small set of specialized world experts to 
“adjudicate” the decision via consensus, as a way of producing 
a more reliable gold standard [21]. However, specialists of this 
caliber are exceptionally rare and expensive. To make the pro-
cess more scalable, medical generalists with less training may 
be recruited to perform labeling at larger scale [43]. This is an 
enticing approach given that medical generalists far outnum-
ber specialists (e.g. optometrists outnumber ophthalmologists 
4.9-fold [1]). Yet, generalists are less experienced: difficult 
patient cases lead to high inter-labeler variability and incorrect 
diagnoses [21], limiting algorithmic validity and introducing 
the risk of adverse outcomes for patients’ lives. 

In this paper, we address these challenges by introducing and 
studying adjudication feedback for training medical image 
labelers. Our approach has the potential to help decrease the 
dependency on specialists by expanding the set of trained la-
belers to less-specialized workers, like generalists. The central 
underlying idea is to reuse existing metadata from medical 
specialists’ adjudication of difficult cases to improve medical 
generalists’ comprehension and labeling accuracy. Specifi-
cally, we study whether discussion dialogs, generated as a side 
product in the costly process of adjudication, can be repur-
posed as training material in medical data labeling workflows. 
We draw inspiration from prior research in crowdsourcing, 
which has demonstrated benefits of labeler training on the 
performance of non-experts on the web. Our research ap-
plies labeler training to the high-stakes, challenging domain 
of medicine, advancing our understanding of how to provide 
feedback to this emerging population of medical labelers. 
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In our controlled experiment, we examined the impact of two 
different forms of labeler training feedback: individual per-
formance on difficult cases, and specialist discussions from 
adjudication of these cases. We presented ten certified eye 
care professionals with either individual performance alone, or 
individual performance and specialist discussions. Our results 
suggest that reading specialist discussions has benefits for gen-
eralists’ comprehension of difficult cases, on their motivation 
to alter their own labeling approach, and on their diagnostic 
accuracy on a held-out test set. Our main contributions are: 

1. We conducted an empirical study to understand the benefit 
of presenting adjudication discussions of difficult cases as a 
form of training feedback in medical data labeling. 

2. We present results suggesting that showing adjudication 
discussions can improve comprehension of the rationale 
behind the correct diagnosis while motivating changes with 
respect to medical generalists’ labeling approach. 

3. We demonstrate that these benefits observed during training 
also translated into improved diagnostic accuracy in a held-
out test set. 

Taken together, this research advances our understanding of 
the emerging field of medical labeling, and provides new impli-
cations for how to scale medical data collection on high-stakes 
tasks with difficult-to-obtain ground truth. 

RELATED WORK 
The rise of deep learning for AI-assisted medical decision 
making has created a strong need for large amounts of labeled 
medical data (e.g., photographs, biomedical time series, x-
rays, ultrasounds). In many cases, the ground truth labels 
required to develop supervised machine learning algorithms 
(e.g., correct diagnoses) are not given in the raw data. Such 
settings require the expertise from medical professionals for 
manual data labeling. 

Inter-rater Disagreement in Medical Data Labeling 
Like any form of human interpretation, medical data analysis 
by human experts is a subjective process and can lead to con-
flicting assessments among independent raters [2, 23, 31, 35]. 
The issue of inter-rater disagreement is particularly critical 
within medicine where unreliable clinical decisions can impact 
patients’ lives adversely. Indeed, Raghu et al. [28] concluded 
that label disagreement poses a “full-fledged clinical problem 
in the healthcare domain.” 

Prior work in human computation for medical relation extrac-
tion [13] views inter-rater disagreement as a function of three 
phenomena: differences among human raters (e.g., training 
background, biases), characteristics of the data to be labeled 
(e.g., noisy or heterogeneous), and the quality of the label-
ing guidelines (e.g., subjective or ambiguous classification 
rules). Exacerbating the problem, human experts often rely on 
complex viewing technology to inspect medical data. Discrep-
ancies in viewer settings (e.g., zoom or filter) [35] and sequen-
tial dependencies [39] were found to be additional sources of 
variablity for assessments in medical time series analysis. 

Several works have suggested ways to make productive use 
of disagreement information in medical data labels (e.g., [2, 
3, 8, 19, 28, 33, 36]). Inel et al. [19] introduced domain-
independent quality measures for labelers, task instructions 
and data, based on disagreement information in a medical re-
lation extraction task. Others developed models to predict the 
likelihood that a given patient case will cause expert disagree-
ment in various medical subspecialties, including epilepsy 
diagnosis from electrophysiological signals [2], and eye dis-
ease diagnosis from retinal fundus photographs [28]. Recent 
work demonstrates positive effects of such ambiguity-aware 
models on expert workflows and perceived trust in medical 
data analysis [36]. Finally, Barnett et al. [3] evaluated differ-
ent ways of computationally aggregating discordant medical 
assessments from labelers with varying training background 
to harness collective intelligence for medical diagnosis. In our 
work, we leverage the fact that conflicting expert assessments 
can motivate detailed adjudication discussions about difficult 
cases, and test whether such discussions can be repurposed to 
improve training for medical expert labelers at scale. 

Resolving Disagreements through Panel Discussions 
Reference standards used to evaluate machine learning models 
for medical applications typically need to meet particularly 
high quality standards. As a result, reference standards used 
for model validation purposes are often subject to greater 
scrutiny than labels used in larger-scale datasets for model 
training. A common way to produce these reference standards 
is to generate expensive gold standard consensus labels from 
panels of experts, rather than relying on noisy assessments 
from individual experts alone [16, 29, 30, 42]. 

A useful approach for resolving disagreements among com-
mittees of human labelers is group discussion. The approach 
of group discussion to improve data classification decisions 
has been studied both in human-computer interaction [7, 12] 
and in medicine [21, 34, 35, 38]. Various protocols have been 
described to facilitate and structure communication among 
discussion members, including in-person, face-to-face dis-
cussions [21] and remote, web-based discussions either in 
real-time [7, 37] or asynchronously [12, 35, 38]. 

While there has been long-standing debate about the relative 
benefits of collective decision making versus the so-called 
wisdom of the crowd, there is evidence suggesting that group 
discussions can indeed improve accuracy of decisions made 
both in general intelligence tasks [26] and in medical diagnosis 
[15]. 

Medical Diagnosis Training 
Given that medical generalists far outnumber specialists in 
various fields [1], research into effective ways to calibrate 
medical generalists for difficult cases holds the potential to tap 
into a large pool of high-quality labelers. 

A scalable approach for medical diagnosis training is through 
computer-based tutorials [18, 22]. Typically, web-based tutori-
als for medical training present a series of patient cases to the 
learner, and present case-specific feedback after the learner 
has submitted their answer. Our approach is similar in that we 
follow a simple paradigm of presenting feedback after a set of 
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training cases. However, web-based tutorials for medical train-
ing typically focus on curation of content for case-specific 
feedback while selecting mostly clean-cut cases for which 
clear explanations exist. By contrast, our work emphasizes the 
use of difficult, contentious cases to test whether pre-existing 
adjudication discussions not originally intended for training 
generalists can be re-used for educational purposes. 

Our work draws inspiration from the medical education litera-
ture about discussion-based learning. The idea that medical 
students may learn more effectively when engaging in group 
discussions with their peers has been implemented in the con-
cepts of problem-based learning (PBL) and case-based learn-
ing (CBL) [11, 41]. Both approaches aim to improve upon 
lecture-based learning by fostering collective clinical reason-
ing through group discussions. CBL is a more structured and 
guided variant of discussion-based learning in medicine while 
PBL implements an open-ended approach. In this paper, we 
examine whether passive consumption of specialist discussion 
about difficult cases can yield similar benefits for diagnostic 
reasoning as has previously been reported about PBL and CBL, 
but applied to the context of medical labeling. 

APPLICATION DOMAIN 
Every year, eye disease causes vision impairments or blind-
ness for millions of people worldwide. In particular, retinal 
pathologies such as diabetic retinopathy (DR) rank among 
the leading causes of vision loss in many industrialized coun-
tries [44]. To combat the issue, several national governments 
have established population-wide screening programs for early 
disease detection. 

One of the central diagnostic artifacts in the assessment of 
retinal disease is fundus photography, i.e., photographs taken 
of the background of a patient’s eye (Figure 1). Digital fundus 
photos are used both in tele-medical screening [40] and for 
the development of deep learning models for AI-assisted reti-
nal assessment [17, 27]. Regardless of the setting, expertise 
from certified medical professionals is required to determine 
the presence and severity of disease as it appears in the im-
age. While the diagnostic criteria for retinal assessment are 
governed by official medical guidelines, image interpretation 
by medical experts remains a subjective process [21]. The 
resulting inter-rater disagreement may not only arise over the 
presence of disease, but also over the specific classification 
of an observed pathology. In particular, the appearance of 
diabetic retinopathy may resemble other forms of retinal dis-
ease such as hypertensive retinopathy (HTNR), retinal vein 
occlusion (RVO) and retinal artery occlusion (RAO). It is 
crucial that treatment decisions are formed based on correct 
differential diagnoses to avoid adverse outcomes for patients. 

Eye care professionals with varying levels of specialization 
are concerned with the assessment of retinal disease [1]: (1) 
optometrists present the largest group of professionals trained 
for retinal assessment; as generalists, they typically refer 
difficult-to-assess cases to other experts, such as (2) general 
ophthalmologists, i.e., medical doctors who completed a multi-
year residency program in general eye and vision care; at the 
highest level of specialization, there is a small population of 

(3) retina specialists worldwide—ophthalmologists who com-
pleted a two-year fellowship program in retinal assessment 
after completing their eye care residency. 

Our application domain is representative of other medical 
subspecialties. Not only does it require the subjective process 
of image interpretation by human experts; it also involves 
different types of easy-to-confuse pathologies (DR, HTNR, 
RVO, RAO), that require a deep understanding of symptomatic 
differences to be reliably differentiated. 

RESEARCH QUESTIONS & HYPOTHESES 
The case discussions used in our training study are the by-
product of an adjudication process designed to analyze and 
resolve diagnostic disagreements among highly trained medi-
cal specialists. As such, the discussion dialogs are expected 
to reflect types of vocabulary and reasoning grounded in a 
deep understanding of a certain medical subspecialty. Yet, 
the case discussions were not collected with an educational 
purpose in mind. As a result, they may exhibit weaknesses 
when used for labeler training. For example, the fact that 
the dialogs are rooted in disagreements and the potential use 
of specialist jargon may cause confusion among less special-
ized medical professionals. Our study addresses two primary 
research questions about how medical generalists perceive 
(Q1) and act upon (Q2) the presentation of case-specific ad-
judication discussions from specialists as a form of medical 
diagnosis training. 

Q1: How do medical generalists perceive reading of spe-
cialist discussions as a form of labeler training feedback? 

Medical assessments can be contentious and it is possible for 
one expert to take the perspective of another expert without 
necessarily agreeing with their final conclusion. Furthermore, 
even if an expert understands and agrees with the diagnostic 
reasoning for one specific case, it is not guaranteed that this 
will also motivate a change in their own labeling approach for 
other cases. 

In this study, we examine these three aspects—comprehension, 
agreement, adaptation—separately, and hypothesize that read-
ing of specialist discussions as a form of training feedback for 
medical generalists will: 

[H1a] Improve comprehension of the rationale behind the 
correct diagnosis. 

[H1b] Increase agreement with the answer key. 

[H1c] Motivate adaptations in generalists’ labeling ap-
proach. 

Q2: How does reading of specialist discussions affect gen-
eralists’ diagnostic reasoning for future patient cases? 

Beyond studying generalists’ perception of our training inver-
ventions, it is crucial to investigate its effect on future medical 
assessments. We project that the presentation of case-specific 
adjudication discussions during labeler training will have ben-
efits for generalists’ diagnostic reasoning in a held-out test 
set. 
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In particular, we hypothesize that reading of adjudication dis-
cussions during training will: 

[H2a] Improve diagnostic accuracy. 

[H2b] Increase case-specific diagnostic confidence. 

[H2c] Lower perceived case difficulty. 

[H2d] Improve overall diagnostic self-efficacy. 

METHODS 

Experts 
Our study involved two distinct groups of experts with varying 
levels of specialization who contributed during different stages 
of our data collection and experimental procedure. 

Specialist Adjudicators. Three retina specialists collectively 
generated the answer key and adjudication discussions for the 
medical images used in this study. The adjudication process 
implemented a remote, round-based protocol for group dis-
cussion described in prior work [38]. First, each specialist 
adjudicator labeled each fundus image independently. Im-
ages with any level of disagreement were then reviewed in a 
round-robin fashion, by one specialist at a time. 

In each review round, the active specialist adjudicator was 
encouraged to explain the rationale behind their diagnostic 
reasoning within a text-based discussion thread, and to revise 
their diagnosis labels if they felt an adjustment was indicated 
based on insights from the adjudication discussion. The adju-
dication process ended for a given image when all members of 
the adjudication committee reached a unanimous consensus 
on all diagnosis labels for that image (or after a maximum of 
15 review rounds, i.e., up to five reviews per adjudicator). 

Note that this adjudication procedure was not designed with 
the purpose of training medical generalists in mind, but to 
create trusted ground truth labels for the validation of machine 
learning models. This study explores whether the discussion 
metadata generated as a side product in the process can be 
recycled as an effective tool for training medical generalists. 

Generalists. Ten certified eye care professionals with varying 
training backgrounds participated as generalist labelers in the 
training experiment of our study. These included people at a 
lower level of specialization and those with substantially fewer 
years of retina-specific training compared to members of the 
specialist adjudication committee. We assigned each of the ten 
generalist labelers to one of the two types of training feedback, 
ensuring that both groups were relatively balanced with respect 
to training background and professional experience. There was 
no overlap between the two groups of specialist adjudicators 
and generalist labelers in our study. 

Image Sets 
Our study used two distinct image sets: a train set used to 
elicit each generalist’s baseline labeling performance before 
receiving training feedback, and a held-out test set used to 
measure their labeling performance after training. Our training 
feedback focused on those image cases in the train set where 
labels from generalists differed from the answer key. Both 
image sets consisted of 36 images each. 
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Figure 1. Task interface for medical image assessment. The medical 
image shown is an illustrative example rather than from the real dataset. 

Images were selected from a larger set of 499 cases labeled 
by our committee of three retina specialists using the adjudi-
cation procedure outlined above. Specialists independently 
agreed on 329 out of the 499 cases, leaving 170 disagree-
ment cases for the round-based review and discussion process. 
We performed a qualitative content analysis on these 170 dis-
agreement cases based on the dialogs of their corresponding 
adjudication discussions. The objective of our qualitative anal-
ysis was to group difficult cases based on the specific source of 
disagreement as well as the final adjudicated consensus labels. 

Disagreement sources were categorized in a fine-grained and 
domain-specific manner (e.g., the dark-red filter needs to be 
activated in order to detect the development of new vessels 
around the optic disk, evidence suggesting diagnosis of pro-
liferative diabetic eye disease). Based on this fine-grained 
categorization, we formed pairs of cases sharing the same 
source of disagreement and final consensus labels. From each 
pair, we assigned one case to the train set and the other to the 
test set. Train and test set were thus enriched for difficult cases 
and each image in the train set matched a separate image in 
the test set. 

In summary, we used 72 distinct cases in our experiment, 36 
for training and 36 for testing. These 72 cases were selected 
from a larger set of 170 disagreement cases following the 
procedure described above. The remaining 98 cases could not 
be paired based on their source of disagreement and consensus 
labels and were therefore not used. 

Procedure 
Our study was designed to test two different forms of training 
feedback. The experiment was structured accordingly as a 
three-step procedure: a training task involving assessment of 
all images in the train set; a feedback phase providing informa-
tion about cases from the training task where an generalist’s 
answer differed from the adjudicated answer key; a testing 
task with all images from the held-out test set. 
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Figure 2. Training feedback interface for medical generalists. The medical image shown is an illustrative example rather than from the real dataset. 

Pre- and post-study surveys were administered before and after 
the study. The pre-study survey was used to collect informa-
tion about generalists’ training background and professional 
experience. We also elicited generalists’ self-efficacy at detect-
ing each of the four pathologies both before and after the study. 
We determined the number of training cases and discussion 
points to show based on early piloting of the study and taking 
into account the constraints of the image selection procedure 
described above. 

Training Task. Generalists assessed images for overall grad-
ability and for the presence of four different pathologies: dia-
betic retinopathy (DR), hypertensive retinopathy (HTNR), reti-
nal vein occlusion (RVO), and retinal artery occlusion (RAO). 
Generalists also rated their own diagnostic confidence and 
perceived case difficulty, each on 5-point Likert scales. While 
there exist alternative ways of measuring confidence, we used 
a 5-point scale for its granularity, following practices from 
prior clinical research [32]. Finally, for each case, generalists 
provided an open-ended explanation of the reasoning behind 
their rationale. Figure 1 shows the task interface including all 
input prompts for a gradable image. 

Training Feedback. After completing the training task, gen-
eralist labelers received an email notification with a link to an 
automatically generated feedback document. For each case 
labeled during the training task, the feedback document com-
pared the answer provided by the generalist to the adjudicated 
answer key. Experts were asked to review each case where 
their answer differed from the answer key. 

For each case reviewed, generalists filled out a short survey, 
rating their level of comprehension for the rationale behind 
the answer key (5-point Likert scale), specifying the extent to 
which they agreed with the answer key (one of three answer 

options), and indicating whether they would change anything 
about their future labeling approach (including an open-ended 
explanation of what they would change). The purpose of the 
case review surveys was twofold. First, the surveys helped en-
sure that generalists reviewed the feedback carefully. Second, 
the surveys were used to collect structured information about 
generalists’ perception of the feedback provided. 

Testing Task. After reviewing the feedback for each of the 
cases where their answer differed from the answer key, gen-
eralists were assigned the testing task with images from the 
held-out test set they had not previously seen. The labeling pro-
cedure of the testing task was identical to that of the training 
task. 

Experimental Conditions for Training Feedback 
We compared two forms of training feedback for medical 
generalists to examine the impact of presenting generalists 
with specialist adjudication discussions for difficult cases: 

• Performance Only: Our baseline condition identified all 
cases where any of the diagnosis labels provided by gener-
alists during the training task differed from the adjudicated 
answer key. For each of these cases, our feedback interface 
presented the medical image in question along with a list 
comparing generalist-provided labels with the adjudicated 
answer key (Figure 2, left and middle). 

• Performance & Discussion: In addition to providing indi-
vidual performance feedback about the correctness of labels, 
our second type of training feedback also presented gen-
eralists with case-specific discussions from our specialist 
adjudication procedure. Specialist discussions were pre-
sented in a tabular format listing text-based comments (Fig-
ure 2, right). Specialist identities were anonymized to avoid 
potential biases on the side of generalists. 
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To support validation of our findings, we make our data, in-
cluding adjudication discussions, characteristics of the gener-
alist experts, as well as their labeling performance and survey 
responses, publicly available as auxiliary material. 

Analysis 
For Q1, we analyzed responses to our case review surveys to 
understand how medical generalists perceive reading of spe-
cialist discussions as a form of labeler training feedback. The 
case review surveys were collected for all cases where one or 
more generalist-provided labels differed from the answer key. 
The Mann-Whitney U test was employed to compare Likert 
type survey responses about perceived level of comprehension 
of the rationale behind the correct diagnosis (H1a), agree-
ment with the answer key (H1b), and generalists’ intention to 
change their labeling approach in the future (H1c). We also 
qualitatively analyzed the open-ended explanations for why 
(or why not) generalists agreed with the answer key and what 
(if anything) they would change about their future labeling 
approach and why. 

For Q2, we leveraged the fact that our two image sets for 
training and testing were composed of paired case examples. 
That is, for each case in the train set, there existed a separate 
case in the test set which had caused disagreement among 
specialist adjudicators for the same reason as the training 
example. We refer to these as train example and test example 
belonging to the same case-pair. 

For our hypotheses about improvements in accuracy (H2a), 
increased diagnostic confidence (H2b), and lowered perceived 
case difficulty (H2c), we first computed the respective score 
deltas between the test example and the train example for each 
case-pair and generalist labeler. Score deltas for correctness 
were computed separately for each pathology type (1 indi-
cating improvement, i.e., wrong in train and correct in test; 
0 indicating no change, i.e., wrong or correct in both train 
and test; -1 indicating decreased performance, i.e., correct in 
train, but wrong in test), and averaged across all generalists 
per group. We then compared the resulting average accu-
racy improvements per case-pair between both groups using 
a permutation test (with 9999 bootstrap samples, stratified by 
case-pair). 

Score deltas for confidence and difficulty were computed once 
for each case-pair and generalist. We tested for differences 
between both groups using one-sided Mann Whitney U tests. 

Finally, we hypothesized that exposing generalists to adjudi-
cation discussions from specialists would lead to an improve-
ment in overall diagnostic self-efficacy (H2d). Improvement 
was measured as the pre-to-post-study difference in diagnostic 
self-efficacy scores for each generalist and pathology type. 
Given the limited number of generalists in each group, results 
for this hypothesis are descriptive and should therefore only 
be used as an indication. 

Open-ended survey responses collected from generalists af-
ter reviewing feedback for each training case were analyzed 
qualitatively. Line-by-line inductive open coding was used to 
identify emerging themes and recurring themes are reported 
below. 
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Figure 3. Generalists’ perception of training feedback. 

RESULTS 

Q1: How do medical generalists perceive reading of spe-
cialist discussions as a form of labeler training feedback? 
Our hypothesis (H1a) that exposing generalist labelers to ad-
judication discussions would facilitate a deeper understanding 
of the rationale behind the correct diagnosis was confirmed, 
indicating a very large effect size (U = 4620.50, z = -4.44, 
p < 0.001, r = 0.99). Generalists strongly agreed that they 
understood the rationale behind the answer key and could ex-
plain it to one of their colleagues in about half (49.1%; N = 
114) of all cases reviewed along with adjudication discussions, 
compared to only 17.5% (N = 120) of cases reviewed without 
adjudication discussions (Figure 3, top). For the question as to 
whether generalists agreed with the answer key after reviewing 
the training feedback, no significant difference was detected 
between the two training feedback conditions, leaving our 
hypothesis (H1b) unconfirmed (U = 6470.50, z = -1.23, n.s., 
r = 0.28; Figure 3, middle). Finally, generalists who were 
provided with adjudication discussions during training feed-
back were significantly more likely to express an intention of 
changing their labeling approach in the future than generalists 
who were presented with just performance feedback alone, 
confirming our hypothesis (H1c) (U = 5853.00, z = -2.20, p 
< 0.05, r = 0.49; Figure 3, bottom). Generalists indicated 
that they would adjust their labeling approach for more than 
half (55.3%) of the cases reviewed along with adjudication 
discussions, while generalists in the group with performance 
feedback alone denied any future adjustment to their labeling 
approach for more than half (59.2%) of the cases reviewed. 

Paper 163 Page 6



change up up up up 

Change in Diagnostic Confidence per Case Pair & Expert 

Performance Only 

Perf. & Discussion 

120 100 80 60 40 20 0 20 40 60 80 100 120 
# Case Pairs 

4 steps 3 steps 2 steps 1 step No 1 step 2 steps 3 steps 4 steps 
down down down down 

Change in Perceived Difficulty per Case Pair & Expert 

Performance Only 

Perf. & Discussion 

120 100 80 60 40 20 0 20 40 60 80 100 120 
# Case Pairs 

4 steps 3 steps 2 steps 1 step No 1 step 2 steps 3 steps 4 steps 
up up up up change down down down down 

Performance Only 

Perf. & Discussion 

5 4 3 2 1 0 1 2 3 4 5 
# Experts 

4 steps 3 steps 2 steps 1 step No 1 step 2 steps 3 steps 4 steps 
down down down down change up up up up 

20% 

10% 

0% 

−10% 

−20% 

Diabetic Hypertensive Retinal Vein Retinal Artery 
Retinopathy Retinopathy Occlusion Occlusion 

Performance Only Perf. & Discussion Training Feedback 

CHI 2020 Paper

Figure 4. Average change in generalists’ diagnostic accuracy per case-
pair in train set and held-out test set. Error bars indicate 95% confi-
dence intervals. 

Figure 5. Improvement in generalists’ self-efficacy score for diagnosis of 
retinal artery occlusion (RAO) after training feedback. 

Q2: How does reading of specialist discussions af-
fect generalists’ diagnostic reasoning for future patient 
cases? 
These benefits of reading adjudication discussions for general-
ists’ perception during training feedback in part also translated 
to improvements in diagnostic accuracy on the held-out test 
set (H2a) (Figure 4). Generalists exposed to adjudication dis-
cussions during training feedback showed significantly greater 
accuracy improvements for diagnosing RAO (µ = 10.6%, CI 
[2.9%, 18.2%]) than generalists exposed to performance feed-
back alone (µ = 1.7%, CI [-6.8%, 10.1%]; p < 0.05; N = 
36 case-pairs). No differences were detected for the other 
pathology types. Generalists exposed to discussions achieved 
an absolute test accuracy of 93% for RAO detection, up from 
83% in training. Accuracies for DR, HTNR and RVO stayed 
constant before and after training at 61%, 64% and 83% re-
spectively. 

This benefit of showing adjudication discussions for accuracy 
improvements in RAO diagnosis was accompanied by similar 
improvements in self-efficacy (H2d): while none of the gen-
eralists exposed to performance-only feedback reported any 
improvements in self-efficacy for RAO diagnosis, the major-
ity of generalists presented with adjudication discussions did 
(one generalist with one step of improvement, a second gen-
eralist with two steps of improvement, and a third generalist 
with four steps of improvement on the 5-point Likert scale for 
self-efficacy; Figure 5). 

Finally, we hypothesized that the presentation of adjudication 
discussions would lead to increased case-specific diagnostic 
confidence (H2b) and lowered levels of perceived case diffi-
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Figure 6. Change in generalists’ diagnostic confidence and perceived 
case difficulty per case-pair in train set and held-out test set. 

culty (H2c) in the testing task (Figure 6). Both hypotheses 
were rejected. Indeed, we observed the opposite effect: Read-
ing adjudication discussions during training feedback was 
associated with greater reductions in diagnostic confidence (U 
= 18555.00, z = -2.74, p < 0.01, r = 0.61) and greater increases 
in perceived case difficulty (U = 14521.00, z = -2.08, p < 0.05, 
r = 0.47) compared to training with performance feedback 
alone. 

Qualitative Feedback from Medical Generalists 
In addition to quantitative measures of diagnosis performance 
and attitudinal constructs (such as self-reported comprehen-
sion), generalists also provided qualitative feedback about 
their experience reviewing training cases with and without 
adjudication discussions. 

Several themes emerged from this qualitative feedback. We 
describe some of the more salient themes below, with repre-
sentative quotes from generalists. 

Expressions of confusion and uncertainty when compar-
ing their answers to the answer key: Without specialist dis-
cussions, the reasons why generalists were incorrect were 
often opaque: 

• “I think there could be subtle VB [venous beading]... is 
that the rationale for severe? I think if the resolution was 
better, I might be able to clearly see IRMA [intraretinal 
microvascular abnormalities] temp to the fovea... is that 
the rationale for severe? I wasn’t 100% on these two things, 
thus the moderate grade.” 

• “would like clarification in the image about the features 
that make this severe NPDR [non-proliferative diabetic 
retinopathy] and not a CRVO [central retinal vein occlusion, 
a potential alternate diagnosis].” 

By contrast, when specialist discussions were present, general-
ists often cited specific details of their discussions in explain-
ing their understanding of why they were incorrect: 

Paper 163 Page 7

https://14521.00
https://18555.00


Case A 

Case A 

Case B 

Case C 

Case D 

Case B 

"Do you understand the rationale behind the answer key
and could explain it to one of your colleagues?" 

100 75 50 25 0 25 50 75 100 
% Expert Responses 

Strongly Somewhat Neutral Somewhat Strongly 
Disagree Disagree Agree Agree 

Case C 

Case D 

CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

Figure 7. Example adjudication discussions with mixed ratings (cases A and B) and high ratings (cases C and D) for answer key comprehension. 

• “blurry view but i can go along with the heme noted by 
other graders” 

• “I could see the PDR [proliferative diabetic retinopathy] 
that they were discussing. THere fore [sic] I could agree 
with them for DR [diabetic retinopathy].” 

Acknowledgement of missed features: In some cases, gen-
eralists originally failed to notice a feature; but when directed 
to the relevant part of the image by specialist discussion, ac-
knowledged their miss: 

• “Agree with PRP scars, should have been PDR. ... will pay 
closer attention to laser scars” 

• “Wasn’t able to detect small/early IRMA ...” [When asked 
what they would change about grading behavior, the re-
sponse was] “Try to detect IRMA better” 

Calibrating cutoffs to match other clinicians: In many 
cases, generalists recognized that a pathology was potentially 
present, but ambiguous. They explicitly called out the poten-
tial for disagreement due to subjective differences in the cutoff 
for a finding being clinically significant. This theme emerged 
particularly in feedback around hypertensive retinopathy (re-
ferred to as HTN in reader comments) and image gradability. 
In each case, these subjective differences could lead to real 
changes in clinical outcomes, discussed below. 

Much feedback was given around distinguishing hypertensive 
retinopathy versus diabetic retinopathy. Sample comments: 

• “AV nicking is present and per guidelines that would be 
considered mild and thus a yes grade for HTN. I do agree 
that it is mild and I was more generous with grading HTN 
as G2 mentioned in adjudication ... [I plan on] being more 
conservative on HTN grading.” 

• “Overall, tended to undercall HTN in patients with clear 
DM” 

• “I don’t think the AV nicking is as prominent as they [ad-
judicators] say, but I can see why they might have thought 
that ... I will look out closer for AV nicking” 

In addition to hypertensive retinopathy, generalists in our study 
also expressed uncertainty around the threshold for consider-
ing a low-quality image gradable: 

• “Image is blurry making my grade more of a guess, so I 
marked ungradable ... [I plan to] mark referable pathology 
even if image is blurry and there is some doubt” 

• “As adjuncter G2 noted, image resolution makes the grad-
ing of MAs [microaneurysms] more of a guess; I didn’t 
mark it as ungradable since unlikely moderate or worse DR 
present.” 

Again, this distinction is subjective, yet has real-world im-
plications: Many screening programs will refer patients to 
specialists if their image is ungradable. In both of these cases, 
the subjective differences reflect a common pattern observed 
in other cases of variability among eye doctors. Prior work by 
Kalpathy-Cramer et al. [20] demonstrated that disagreements 
among doctors could be explained by differences in transition 
points between different severity levels. Doctors tended to or-
der cases by severity in a consistent manner; but varied in the 
point at which a case was “severe enough”. This suggests that 
feedback of the sort provided here can substantially improve 
concordance among doctors, by enabling them to calibrate 
to the same expert level (i.e., in the case of our study, to a 
specialist-provided answer key). A similar phenomenon was 
reported in a national screening program for breast cancer [25]. 

DISCUSSION 
In this work, we introduce a novel perspective on the problem 
of calibrating medical professionals for accurate assessment 
of difficult cases in medical image labeling. We demonstrate 
empirically that specialist discussions from adjudication of 
difficult cases can be successfully used as training material for 
generalist labelers. 
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Impact on Comprehension and Accuracy 
Our experimental results suggest that exposure to specialist 
discussions during training feedback improves generalists’ 
comprehension of the rationale behind the correct diagnosis 
(H1a), and makes a future adjustment of their labeling ap-
proach more likely (H1c). We also demonstrated that these 
benefits observed during training translate into greater im-
provements in diagnostic accuracy in a held-out test set (H2a) 
and diagnostic self-efficacy (H2d) for one of the four retinal 
pathologies included in the study. While the overall effect on 
answer key comprehension was strongly positive, some adjudi-
cation discussions were perceived as more helpful than others. 
Figure 7 shows four examples of adjudication discussions: 
two discussions that received mixed ratings from generalists 
for answer key comprehension (cases A and B), and two with 
consistently high ratings among generalists (cases C and D). 
Case A is an example of a discussion characterized by vague 
language and phrases of uncertainty on the side of specialists, 
whereas the discussion for case B consists of a single comment 
only. While a full semantic analysis of our adjudication discus-
sions is beyond the scope of our study, both language use and 
overall length of a discussion may have affected generalists’ 
perception its usefulness. Future research may explore ways 
to motivate specialists a priori (i.e., before or during adjudi-
cation) to produce discussion points well suited for training 
purposes, and evaluate design parameters such as the number 
of cases and discussion points to show during training. 

Impact on Labeling Confidence and Perceived Difficulty 
We also hypothesized that presentation of specialist discus-
sions during training feedback would increase generalists’ la-
beling confidence (H2b) and decrease their perceived case dif-
ficulty (H2c) in the testing task, compared to showing perfor-
mance feedback alone. Neither hypothesis could be confirmed. 
In fact, we observed the opposite effect: generalists who had 
seen adjudication discussions for difficult cases, scored lower 
on labeling confidence and higher on perceived difficulty on 
similar case types in the testing task. One possible explanation 
for this unexpected observation could be what has been coined 
the Dunning-Kruger effect [14] or meta-ignorance: the phe-
nomenon that performance and confidence are often inversely 
correlated in intellectual tasks. This effect has been primarily 
explained with so-called unknown unknowns on the side of 
poor performers, i.e., their relative lack of awareness of defi-
ciencies in their own expertise. Another possible explanation 
may be that the performance-only training condition did not 
reveal any information about the difficulty of a case. In other 
words, it did not transmit any information that would help gen-
eralists appreciate how hard the training cases were, whereas 
the training condition including adjudication discussions made 
the notion of difficult and contentious cases immediately trans-
parent to generalists. 

Learning from Discussions 
Our work contributes to the existing body of literature on 
discussion-based learning. The benefits learners can draw 
from active participation in group discussions have been estab-
lished in prior educational and psychological literature. These 
works have studied differences between learning from online 
versus face-to-face discussions. 

In medical education specifically, the concept of discussion-
based learning has been studied under the names of problem-
based learning (PBL) and case-based learning (CBL) [11, 
41]. Both PBL and CBL differ from lecture-based learning in 
that they engage medical students in small discussion groups 
for the purpose of collective clinical reasoning. PBL is a 
more open-ended form of discussion-based learning while 
CBL imposes more guidance and structure on the discussion 
process. 

To our knowledge, there has been little prior research in repur-
posing expert case discussions for training purposes. Previous 
work [18] examined one potential application for screening 
mammography using a pre-existing public annotated image 
set, but cited a range of challenges, including data curation and 
quality issues. The authors noted that in practice, separating 
the production and use of data for different purposes was diffi-
cult to do cleanly. We believe our work has managed to avoid 
some of the challenges demonstrated in that work through 
careful matching of the adjudication and training tasks: gener-
alists were making the same clinical judgments as specialist 
adjudicators, oriented around the same inputs (only image 
data, no metadata); both groups had previously been through 
a certification process for the task; our experimental design 
included some data curation; and the adjudication format in-
trinsically elicited more detailed justifications among experts 
that would not be elicited in a screening context. 

Thus, our results extend the existing body of educational lit-
erature insofar as they demonstrate the benefits of exposing 
individuals to consumption of case discussions, as opposed to 
engaging groups in active discussions. This approach is inher-
ently more scalable and flexible in nature than group-based 
learning. 

Potential Clinical Impact 
The contributions described here are framed in the context 
of training machine learning models: Generalist graders are 
trained to label images used for training a model, and our 
interventions aim to bring their performance closer to that 
of specialists. The adjudication discussions used for training 
were also collected as part of obtaining a test data set for an 
ML model. These improvements should enable higher-quality 
ML models, by improving the quality of training data collected 
by generalist labelers. 

Our training intervention depends on the availability of spe-
cialist labels and discussions. Yet, as generalists’ labeling 
accuracy increases through training, the need for label redun-
dancy may decrease [24], enabling more efficient labeling 
strategies. Our work opens up questions about how best to 
distribute work between specialists and generalists in the ab-
sence of data ground truth. For example, specialists could be 
recruited to label a small, contained subset of data for training 
generalists, empowering generalists to take on the rest. 

Our results may also translate to clinical practice without rely-
ing on ML model development. The labeling workflow we use 
here is similar to that used in telemedicine enterprises, includ-
ing screening for eye disease [9, 5]. Likewise, the adjudication 
discussions we collected may mirror arbitration discussions 
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used in some screening programs [25]. Thus, there may be 
potential to use discussions generated for screening purposes 
in training non-experts. Future work in this direction might 
aim at mapping new cases, with unknown labels, to similar 
cases in the adjudicated set, allowing clinicians to view dis-
cussions around similar cases in the context of a case being 
screened. In this way, training interventions like the one we 
demonstrate may expand the reach of screening programs 
without necessarily requiring ML systems. 

Limitations 
Our study has several limitations. First, our experiment was 
conducted with ten medical generalist labelers and three spe-
cialist adjudicators. While future work may aim to reproduce 
our findings with larger participant samples, samples of this 
size are not uncommon in studies of medical experts like 
ours where recruitment is a challenge. Given the sample size, 
we ensured to balance the level of experience of generalists 
between our two groups, and triangulated our findings with 
qualitative analysis, to enrich and provide further support for 
our quantitative findings. 

Second, our study is situated in the medical subspeciality of 
image-based diagnosis in ophthalmology. While the general 
approach of collecting and presenting adjudication discussions 
can be easily applied to outside domains (medical or non-
medical), caution is warranted in generalizing our findings to 
other disciplines. That said, prior work has demonstrated the 
prevalence of expert disagreement [3] and the effectiveness 
of discussion-based learning [10] across various medical do-
mains, suggesting that our results on passive consumption of 
specialist discussions may generalize to other subspecialties 
as well. We encourage future work to validate our approach in 
other application scenarios. 

Third, the remote nature of our study and the tight schedules 
of our expert participants did not permit precise control over 
the timing of the individual steps in the procedure. The overall 
study duration was about one week, but we did not account for 
potential differences in time experts spent between training 
and feedback, and between feedback testing phase. Our study 
also did not include a measure of long-term improvement. 

Finally, the cost effectiveness of our proposed technique de-
pends on a pre-existing electronic framework for asynchronous 
adjudication. While most tele-medical grading centers do not 
yet use such kind of procedure, there is a growing body of 
research in HCI on designing and developing methods for 
online group discussion among crowd workers, that could 
be leveraged towards a broader applicability of our approach 
[38]. 

CONCLUSION 
In this work, we provided a novel perspective on the challenge 
of improving comprehension and diagnostic accuracy in med-
ical data labeling. We demonstrated that existing specialist 
discussions from adjudication of difficult cases can be reused 
as training material for generalist labelers—without introduc-
ing additional cost to the labeling process. Our results suggest 
that the presentation of specialist adjudication discussions can 
improve generalists’ comprehension of the rationale behind 

the correct diagnosis, and make a future adjustment of their 
labeling approach more likely. Furthermore, we showed that 
these benefits observed during training also translated into 
significantly greater improvements in diagnostic accuracy on 
a held-out test set for one out of four pathologies. Our work 
has important implications beyond medical diagnosis training 
alone, highlighting a practical method applicable to expert 
labeler training in high-stakes data labeling broadly. 
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